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ABSTRACT

When system developers design a computer system (or other information ar-
tifact), they must inevitably make judgments as to how to abstract the
worksystem and how to represent this abstraction in their designs. In the past,
such abstractions have been based either on a traditional philosophy of cogni-
tion or cognitive psychology or on intuitive, spontaneous philosophies. A num-
ber of recent developments in distributed cognition (Hutchins, 1995), activity
theory (Nardi, 1996), and experientialism (Lakoff, 1987) have raised questions
about the legitimacy of such philosophies. In this article, we discuss from where
the abstractions come that designers employ and how such abstractions are re-
lated to the concepts that the users of these systems have. In particular, we use
the theory of experientialism or experiential cognition as the foundation for our
analysis.
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LoD

Experientialism (Lakoff, 1987) has previously only been applied to hu-
man-computer interaction (HCI) design in a quite limited way, yet it deals spe-
cifically with issues concerned with categorization and concept formation. We
show how the concept of metaphor, derived from experientialism, can be used
to understand the strengths and weaknesses of alternative representations in
HCI design, how it can highlight changes in the paradigm underlying represen-
tations, and how it can be used to consider new approaches to HCI design. We
also discuss the role that “mental spaces” have in forming new concepts and de-
signs.

1. INTRODUCTION

Human-computer interaction (HCI), or more generally information sys-
tems, has developed and employed many alternative methods and representa-
tions for design over the years. Although the subject of HCI did not really
enter onto the agenda until the early 1980s, the previous 2 decades had seen
several attempts at developing methods, approaches, and modeling tech-
niques for the development of interactive systems.

The early days of systems analysis and design evolved methods and models
that focused on how the existing system worked. Representations of the sys-
tem, usually in terms of a flowchart that provided a graphical representation of
the existing system, were produced that led to a computer system and file
structure to support a particular application (Benyon & Skidmore, 1987).
When systems were well understood and primarily cyclical in nature, such as
payroll or accounting systems, they could be computerized without too much
trouble. However, these methods of analysis began to break down with the in-
troduction of more interactive working—that is, when other people wanted to
use the data that had been gathered and stored for a specific application and
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when computers were being applied to less well-defined tasks. During the
1970s, there was a major change in the representations used in systems analy-
sis and design, following the publication of Codd’s (1970, 1982) seminal arti-
cles on the relational data model. The data-centered movement in information
systems development looked to distance itself from current implementations,
and this led to data flow diagrams (DFDs; DeMarco, 1979), the relational
model, and the entity-relationship (E-R) diagram (Chen, 1976). The move-
ment faltered with the development of many competing methodologies (Olle,
Sol, & Tully, 1983; Olle, Sol, & Verrijn-Stuart, 1982) and finally gave way
when the object-oriented (OO) paradigm, inherited from software develop-
ment, began to be applied to analysis and design as well as to the construction
of systems. Since the early 1990s, OO methods have been paramount (Booch,
1992; Larman, 1997).

The concerns of HCI as we know it today were most clearly expressed in
the late 1970s through the participative and sociotechnical approaches to sys-
tems development, a movement that remains important today (Greenbaum &
Kyng, 1991; Karat, 1991). Methods and models encouraging user participa-
tion in design developed alongside models derived from task analysis of users
interacting with computers (Diaper, 1989; Moran, 1981). As graphical user in-
terfaces began to dominate HCI, so task-based and OO methods followed,
and the rather difficult, grammar-based task models were replaced by graphi-
cal notations with the focus on user objects. These became embedded in more
proscriptive HCI methodologies such as STUDIO (Browne, 1994) and
tool-supported systems such as ADEPT (P. Johnson, Johnson, & Wilson,
1995). The somewhat different tradition of cognitive (systems) engineering
(Hollnagel & Woods, 1983; Rasmussen, 1987) has also contributed to the cur-
rent position in HCL

All this took place as the philosophy of mind was developing with Nor-
man’s (Norman & Draper, 1986) everyday psychology and seven-stage model
of interaction. The strong cognitive psychology of the 1960s and 1970s put the
focus on user tasks, and the detailed analysis of tasks derived from the
workflow analysis from the 1960s. Influential philosophical developments by,
for example, Winograd and Flores (1986), later work by Hutchins’s (1995) on
distributed cognition, and the introduction of activity theory into HCI
(Bannon, 1991; Bodker, 1990) have changed the influence from cognitive
tasks to situated action. The current position remains muddled with a number
of alternative conceptions about HCI (“Peer Commentary,” 1998), several dif-
ferent types of representations, and variations on the form that those types
take. For example, Benyon (1996) identified task-based, data-centered, and
OO as major types of representation. Within the task-based approaches, some
adopt the form of a grammar and others a structure chart notation.
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Our ongoing work (Imaz & Benyon, 1996) is to try to understand why these
changes have come about and examine the conceptual foundations of differ-
ent representations that are used in HCI and more generally in software engi-
neering. To achieve these aims, we apply concepts arising from
experientialism or experiential cognition (Lakoff, 1987). Experientialism is a
reaction against the classical cognitive science tradition of the 1960s and 1970s
(much as distributed cognition is a different reaction). Experientialism argues
that there is no direct relation between the categories we build and an objec-
tive world. In terms of our thinking, experiential cognition emphasizes the role of
both bodily and sociocultural experience in characterizing concepts and in the
human imaginative capacity for creating concepts and modes of rationality
that go well beyond any “mind-free” external reality (Lakoff, 1988). Indeed,
the title of Lakoff’s (1987) book, Women, Fire and Dangerous Things, was chosen
because these seemingly diverse things are classified as belonging to the same
category in the Australian aboriginal language, Dyirbal: “The structure inher-
ent in our experience makes conceptual understanding possible and con-
strains the range of possible conceptual and rational structures” (p. 120).

In this article, we apply some of the concepts and approaches of experien-
tialism to representations in interactive systems development. We examine
some philosophical and practical aspects of developing human-computer sys-
tems from the perspective of the representations that they employ. In Section
2, we present a brief discussion of the representations or models (we use these
terms interchangeably) that are a necessary part of any design. Section 3 pres-
ents a brief review of experientialism and shows how this philosophy can be
used to understand more about the conceptualizations that our discipline has
employed. In Section 4, we examine some applications of experientialism to
three different levels of description of human-computer systems: the organi-
zational level, workplace level, and operational level. Section 4 also describes
the foundation of some “cognitive artifacts” that we use to undertake our anal-
ysis. In Section 5, we review a number of popular representations for both the
process and products of systems development and their underlying concepts.
Section 6 provides a brief conclusion and indicates how we can take this type
of analysis further.

We believe that experientialism provides a different way of thinking about
representations that takes us away from an objectivist approach to cognition.
In developing interactive systems, we do not believe that there is a natural set
of objects to be understood, designed, and implemented. We see evidence for
this beliefin both the competing methods that have evolved over the years and
the wide variety of perspectives that still exist on what HCI actually is. The
ideas presented here are important because of the impact that representations
have on the resulting designs; an inappropriate (for some purposes) represen-
tation will lead to a poor design or at least make a good design more difficult to
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achieve. We offer a way of thinking about representations in general, provid-
ing alingua franca with which to talk about models in systems development.

2. REPRESENTATIONS IN DESIGN

The term design refers to both the process of developing a product, artifact,
or system and the various representations or models (e.g., physical artifacts,
conceptual models, simulations, prototypes) of the product that are produced
during the design process. Designers need representations that will help them
to understand users’ requirements, and they need to represent this under-
standing in different ways at different stages of the design. Selecting suitable
models is important for exploring, testing, recording, and communicating de-
sign ideas and decisions both within the development team and with users.

Models abstract some domain of interest by hiding some details so that the
important aspects stand out. They are “professional” languages that both con-
strain and focus a discourse by limiting the range of concepts that can be ex-
pressed in the language (Benyon, 1997; Kangassalo, 1983). Models are
mediating artifacts in the activity of design. Models provide a certain perspec-
tive (we return to this later) on the domain by employing abstraction mecha-
nisms that are reflected in the content and the structure of the concepts
employed by the model. Abstraction mechanisms involve combinations of
categorization or classification (treating a class of objects as a single object) and
aggregation or composition (grouping related things together and treating the
whole group as a whole). Modeling is important and difficult. Although there
are principles of categorization that can be derived from classification theory
(Parsons & Wand, 1997), it is the conceptual, philosophical basis of these clas-
sifications and aggregations in the context of developing human-computer
systems that we explore in this article.

A model will be more or less effective for a given purpose according to the
characteristics possessed by the model and the relations between those charac-
teristics, the modeler, and the recipient of the model. A model must possess
the necessary structure and processing capability to fulfill its purpose. The ana-
Iytic, explanatory, and communicative power of a conceptual model arises
from the structure, operations, and constraints that the model is able to capture
(Kangassalo, 1983). A model must also have suitable physical characteristics:
the notation employed by the model and its overall usability for the purpose at
hand.

Our purpose is to develop effective human—computer systems. It follows
that any model that we use must be orientated toward that purpose. Even with
this declared purpose, there are many levels at which we can view hu-
man—computer systems. At the organizational level, we might consider the de-
sign of working practices and the impact of new technologies on organizations,
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health and safety issues, or office layout. At the workplace level, we want to de-
sign for the activities that users undertake, at the structures and artifacts that
enable people to pursue their goals. At an operational level, we want to look at
information flow, at how knowledge is constructed and represented or how it
is distributed through the system, or consider the usability of systems and the
cognitive and emotional demands that systems make on people. Similarly,
there are different activities involved in design, and a model that helps in un-
derstanding requirements may not be so useful when it comes to formally
communicating or documenting a design.

Representations are more or less useful for understanding or designing a
system at some level of abstraction. At a given level of abstraction there are a
variety of representations that can assist the designer in understanding or de-
veloping the system from one or more of three perspectives. The intentional,
or goal, level of description is concerned with how the representation relates to
entities external to that system. The conceptual, or logical, level focuses on the
function and structure of the system—on its semantics. The physical charac-
teristics of a model are equally important; conceptually, a model might have
an appropriate structure for a purpose, but physically it may be so poorly de-
signed that it is unusable. Mappings between the levels are required to prog-
ress from one level of description to another. At whatever level of abstraction
we decide to model the system and whether we decide to focus on an inten-
tional, conceptual, or physical model, we can consider the appropriateness of
our model in terms of the structure (and, hence, constraints) that it can repre-
sent, the functions that it supports, and the structure—function relation (the be-
havior).

Consider maps as models of a terrain. Maps come in a variety of physical
manifestations. Maps are abstractions from the domain (the terrain) that em-
phasize some features while suppressing others. If one wants to find a path
from one village to another, then a relief map (one that shows only the height
of the land) is unlikely to be of much help because it does not include the con-
cept of a path. Its purpose is not appropriate for the purpose at hand. If we
have a map with a scale of 1:50,000, this may be more suitable for the purpose
of finding a path (but is less suitable for seeing the distribution of hills and val-
leys).

The map may have been designed to show fields, fences, rivers, and paths
and so contains the required functions (the ability to follow a path on the map)
and the necessary structure (e.g., the concepts of path) to fulfill its purpose.
However, the map may be so poorly designed at the physical level (e.g., it uses
black lines to show boundaries and paths and rivers) that it is not usable for its
purpose. However, it is not simply a question of including all functions in or-
der for the map to fulfill its purpose, to be objectively suitable. It is also a social
or ideological issue. As Wood (1992) said about maps, “maps work by serving
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interests” (p. 4). The choice of things to represent on a map is not purely a tech-
nical problem; it is an economic, sociological, and political one (Suchman,
1995).

The question for interactive systems development, then, is which represen-
tations should be used for which purposes. Furthermore, we need to be confi-
dent that the representations that we use in HCI have an appropriate structure
and an appropriate physical representation so that they can serve their pur-
pose. Because HCI is concerned with developing human-computer systems,
the concepts that underlie any given representation must be concepts that are
suitable for representing people and their interactions with the other people,
artifacts, and information that collectively make up the human-computer sys-
tem. As we see, the word suitableapplied to arepresentation means suitable for
some social purpose. The underlying concepts must be consistent with the
broader representations that define the social role that the artifact will play and
the social role of users of the artifact.

3. EXPERIENTIALISM

Experientialism, or the theory of experiential cognition, developed out of
Lakoff and Johnson’s (1980) work, Metaphors We Live By. It continues to de-
velop and be applied in a variety of areas (Fauconnier, 1997; M. Johnson,
1987; Lakoff, 1987). Within HCI, it is just starting to make an impact in terms
of design (Waterworth, 1998) and has also been used to examine user concepts
in using the Web (Maglio & Matlock, 1998).

Experiential cognition is an approach to understanding what meaning is to
humans. The traditional objectivist view of cognition sees it as the algorithmic
manipulation of abstract symbols that provide internal representations of an
external reality. In contrast, experientialism sees cognitive activity as moti-
vated and constrained by our experiences (sensory-motor, emotional, social)
in the world. In particular, experientialists argue that we have an innate capac-
ity to shape such experience and make it possible. Lakoff (1988) identified
three main differences between objectivist and experiential cognition. Cogni-
tion in the traditional sense is disembodied, whereas, in experiential cogni-
tion, it is a function of human bodies. Traditional views of cognition see
meaning coming from the association of symbols with external objects,
whereas experiential cognition sees meaning coming from the application of
“imaginative projections” to some basic concepts, these basic concepts being
meaningful because of their roles in bodily experience. Experiential cognition
distances itself from the idea that people reason by having many structured al-
gorithms that work on their internal symbols, instead proposing a small num-
ber of general processes that are applied to abstract cognitive models.
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It is not our intention to provide a full description of experientialism in this
article. Much of the debate in Lakoff (1987) is concerned with the details of
philosophical arguments concerning the nature of cognition. A brief introduc-
tion to the main concepts is in order, however, as we use these as the basis of
our analysis in subsequent sections. The uneven treatment of the concepts
contributing to experientialism provided here reflects the importance of the
concepts to our analysis.

In terms of experientialism, rational thought is the application of the imagi-
native processes and basic cognitive processes to the basic concepts and image
schemas that we possess. Meaningful structures arise from the structured na-
ture of bodily and social experience and our innate capacity to imaginatively
project from the bodily, social, or other interactional experiences to abstract
conceptual structures.

Basic-Level Concepts. Experientialism accepts that we, as humans
sharing a common experience and culture, possess a number of concepts or
categories that are recognized as “basic level.” Basic-level categories are
formed at a level of abstraction “at which humans interact with their world
most effectively” (Lakoff, 1988, p. 133). These concepts are basic in terms of

* Perception (they are easy to identify and correspond to a single men-
tal image).

+ Function (at both a motor and cultural level).

+ Communication (the words for the concepts are typically common
root words in the language that children learn first).

+ Knowledge (most attributes of the category members are stored at
this level).

Basic-level concepts represent significant discontinuities in the world for a
population. Lakoff (1988) gave examples such as “table” and “giraffe.” “Ta-
ble” is a basic-level category, whereas “furniture” is not. It is a superordinate
category. People do not have a single mental image that covers the entire cate-
gory of furniture. You do not have a general motor program for using furniture
in general, whereas you do at the level of table. You probably do not have alot
of knowledge about different species of giraffe (subordinate level), and you do
not communicate often at this level. Similarly, you do not have a mental image
of the superordinate category animal. Basic-level categories are a function of
our experience in interacting with the world.

Image Schemas. In addition to basic-level concepts, people possess
fundamental notions of spatial organization called image schemas. Image
schemas are embedded in and structure our direct experience of the world.



METAPHORS AND MODELS 167

However, they are more general than basic-level categories. They are com-
mon, experienced relations that pertain to humans and their existence in
and movement through space. For example, we recognize a container as
having an inside, an outside, and a boundary. A link joins two things to-
gether. Many things have a center and a periphery. We experience the front
and back of things, we go in and out, up and down, move toward, follow a
path, and so on.

Image schemas are “abstract patterns in our experience and understanding
that ... are central to meaning and to the inferences we make” (M. Johnson,
1987). They are described as being nonfinitary, which means that they are con-
tinuous, analogue representations and, thus, facilitate certain cognitive pro-
cesses (discussed later). There is a container schema (things that have an
inside, an outside, and a boundary), a part-whole schema (something can be
seen as a whole or as its constituent parts), a link schema (two or more things
have a link between them), and a source—path—goal schema (or sometimes just
a path that goes from a source along a path to a destination). There is an
up—down schema, a back—front schema, and so on. Schemas are ge-
stalts—structured wholes—that structure our direct experiences.

Take for example, the CONTAINER schema—a schema consisting of a
boundary distinguishing an interior from an exterior. The CONTAINER
schema defines the most basic distinction between IN and OUT. We under-
stand our own bodies as containers—perhaps the most basic things we do are
ingest and excrete, take air into our lungs and breathe it out. But our under-
standing of our own bodies as containers seems small compared with all the
daily experiences we understand in CONTAINER terms. (Lakoff, 1988, p.
140)

Image schemas also have a main role in producing categories. To recognize
several elements as structured by the same image schema is to recognize a cat-

egory.

Imaginative Processes. Imaginative processes or imaginative projec-
tions act on the basic-level concepts and image schemas and allow us to
form abstract conceptual models. Lakoff (1987) identified the following
imaginative processes: schematization, metaphor, metonymy (when one
member of a class or subclass stands in for the whole class), and categoriza-
tion. It is important to distinguish concepts such as metonymy and meta-
phor as used in experientialism from their linguistic use. In experientialism,
these concepts, along with schematization and categorization, are funda-
mental to cognition. Thinking and reasoning involve the application of the
imaginative processes, linking and transforming the bodily basic-level cate-
gories and image schemas into abstract concepts.
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The main process that we will be using is metaphor. To reiterate, the notion
of metaphor here is not simply a linguistic expression. On the contrary, the lo-
cus of metaphor is the conceptualization of a domain. Metaphor is a
cross-domain mapping—conceptualizing one domain in terms of an-
other—and is central to our thought processes (Lakoff, 1993). Metaphors are
sets of conceptual correspondences between domains. As an example of meta-
phor, we may consider a love relationship as a journey.

Our relationship has hit a dead-end street.

In this example, we defined two different domains: the source domain
(travels) and the target domain (love). We can refer to this metaphor in terms
of names that gives the following structure: TARGET-DOMAIN IS
SOURCE-DOMAIN. In this case we have LOVE IS A JOURNEY and the

mapping; the set of correspondences are

The lovers correspond to the traveler.

The love relationship corresponds to the vehicle.

The lovers’ common goals correspond to their common destinations
on the journey.

Mental Spaces. Mental spaces provide a medium in which cognitive
activities can take place. Cognitive models created through imaginative
processes structure those spaces. We think by connecting different mental
spaces. For example, we may have a space that structures our experienced
reality, another that structures future situations, and another that structures
fictional situations.

The concept of mental space refers to the partial cognitive structures that
emerge when we think and talk. It is in these mental spaces that domains are
defined, altered, and merged: “Spaces are linked, or may be linked, to one an-
other by ‘connectors’. A connector establishes counterpart relations: it maps
an element of one space onto one of more elements of another” (Fauconnier,
1988, p. 63).

Clearly, this concept of a connector is present in the use of metaphor. There
is a source mental space, a target mental space, and connectors that map ele-
ments from both spaces. However, the concepts of mental spaces and connec-
tors apply to more general situations involving more than two spaces.

Blends. A metaphor connects two different mental spaces. When a
connection is established between more than two spaces, it is termed a
blend. Blending—integrating partial structures from different domains—is
another special case of imaginative projection. Blending receives a partial
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structure from two or more input spaces, producing a new space that has
emergent structure of its own. Fauconnier (1997) saw the process of blend-
ing as follows:

* Thereisa partial mapping of counterparts between two input spaces.

* Thereisa generic space, which maps onto each of the inputs. This ge-
neric space reflects some common, usually more abstract, structure
and organization shared by the inputs and defines the core
cross-space mapping between them.

* The input spaces are partially projected onto a fourth space, the
blend.

The blend has emergent structure not provided by the inputs. New rela-
tions arise that did not exist in the separate inputs and, taken in the context of
background cognitive and cultural models, allow the composite structure pro-
jected into the blend to be viewed as part of a larger self-contained structure.
The structure in the blend can then be elaborated in terms of its own logic. This
is “running the blend.”

Basic Cognitive Processes. In addition to imaginative processes, there
are cognitive processes that act on the basic concepts. These processes are
high level compared to traditional cognitive processes and include things
such as scanning, focusing, vantage-point shifting, and so on. “A vantage
point is the position from which a scene is viewed: as I walk along the side-
walk looking at a house my vantage point with respect to the house gradu-
ally shifts” (Langacker, 1987, p. 123). The concept of scanningis related to
our ability of comparing and registering events: “Such comparison is at
work when we perceive a spot of light against a dark background, for exam-
ple, or when we catch a spelling error” (Langacker, 1987, p. 101). So, basic
cognitive processes are related to sensory or attention experiences of look-
ing, listening, observing, and so on and not to the general imaginative ca-
pacity of projecting between mental spaces that characterize metaphor and

blends.

Applying Experientialism. Fauconnier provides many examples of
these processes in action (see Fauconnier, 1997). He sees the process as
cognitively complex, involving several stages of transitions and projec-
tions. In an analysis of the concept of computer viruses, he identifies six
stages. Through analogy between biological and computer viruses, we in-
duce aschema that classifies key features of viruses. This allows us to catego-
rize certain computer programs as viruses and to develop and name a new
conceptual structure. This structure is a blend that now has its own proper-
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ties. A new domain is created integrating knowledge about computer and
biological viruses and generic knowledge that results in the word virus tak-
ing on different meanings. Finally, the new domain of computer viruses
emerges as a distinct domain of its own.

The concept of a blend is important because it helps to explain where new
structures come from. For example, the famous desktop “metaphor” is in real-
ity a blend from the mental space of offices and the space of computer opera-
tions. Some of the strange behaviors in the Macintosh user interface (e.g.,
dragging a diskette onto the trash can) are not so much a result of applying a
poor metaphor but of producing some odd elements in the blend. Adding an
icon that represents the floppy disk unit with a button to eject diskettes would
have solved the problem of considering metaphors as harmful (Halasz &
Moran, 1982).

As another interesting example of blend, consider the case of visual formal-
ism. The definition was given by Harel (1988):

The intricate nature of a variety of ... systems and situations can, and in our
opinion should, be represented by visual formalisms, visual, because they are
to be generated, comprehended, and communicated by humans; and formal,
because they are to be manipulated, maintained, and analyzed by computers.

The term visual formalism is defined by a blend space. This blend space is
connected to two input spaces; one is the space of human activity in general, in
which tools and artifacts—in this case conceptual artifacts—need to be consid-
ered from an ergonomic perspective. They are to be generated, compre-
hended, and communicated by humans, so a visual presentation is better than
an abstract one. On the other hand, the second input space is that of comput-
ing, in which objects that are to be manipulated, analyzed, and maintained by
computers have to be formally defined. It is in blend spaces that we construct
artifacts such as tables, graphs, maps, control panels, and so on. Some of these
artifacts are derived from successful metaphors and others from projections of
mental spaces directly related to workplaces. The construction of these objects
is a concern of computing science, whereas cognitive science tries to explain
the mechanisms of the design and construction of these conceptual artifacts.

4. APPLYING EXPERIENTIALISM TO THE ACTIVITY
OF HCI

Experientialism provides us with a set of conceptual tools that we can use to
understand several aspects of the development of representations in interac-
tive systems development. Imaz (1995) used experientialism to explain the
paradigm shift that occurred in moving from procedural to OO programming.
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Fauconnier and Turner (1994) used the blend concept to explain the theory of
complex numbers in mathematics, and Imaz and Benyon (1996) used the met-
aphor concept to explain pilot error. Lakoff (1987) provided three detailed
case studies applying experientialism to the concept of anger, the word over,
and grammatical constructions. Maglio and Matlock (1999) focused on the im-
age schemas that people use when navigating the Web, and Waterworth
(1996, 1999) used experientialism to inform the design of a Web-browsing en-
vironment.

The main reason why we take experientialism into consideration is that it
provides a different way of thinking about the effectiveness and impact of rep-
resentations in HCI. Lakoff (1987) provided a powerful and detailed critique
of the objectivist tradition of cognition and classification. This traditional ap-
proach places the concept of category at the center of its philosophy. How-
ever, although we might all agree about certain everyday experiences—for
example, that I am sitting at a table and typing on a keyboard—the classical
concept of category, that there are natural kinds of things in the world and that
these entities form objectively definable categories based on them having
shared characteristics, is

untenable as a fully general approach ... Such commonsense assumptions
about physical objects do not necessarily extend to other domains. When we
use them to deal with political movements, inflation, friendships, marriage,
our emotions, and our foreign policy, ... the entities and properties are by no
means so clear, nor is the distinction between what is essential and what is ac-
cidental. (Lakoff, 1987, pp. 174-175)

We believe that interactive systems design is such a domain. Computer us-
ers, other computer users, designers, and all the other various stakeholders in-
volved in interactive systems development do not share a simple, objective set
of concepts and categories. Requirements and designs have to be negotiated,
and the language used for that negotiation is made up from the models and
concepts employed in the design process.

Our aim, then, is to look at representations (re-present: to put something
again or in place of another thing; to present or picture to the mind; to be a sign
or symbol for; to present in words, describe, state, or set forth, etc.) considered
as models or artifacts. It is important to be aware of different types of represen-
tations; explicit representations, such as models and artifacts, and implicit rep-
resentations contained in the underlying metaphors we use to describe a given
domain. The implicit representations are associated background, roles, and
culture. They form part of (or are embedded in) discourses, “a way of knowl-
edge, a background of assumptions and agreements about how reality is to be
interpreted and expressed, supported by paradigmatic metaphors, tech-
niques, and technologies and potentially embodied in social institutions” (Ed-
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wards, 1996, p. 34). The meaning of categories is determined by the context of
the discourse and, ultimately, by its embedded metaphors.

We are aware of some criticisms against the use of metaphor in design. One
of the most recent proclaims “Designers of the world: Forget the term ‘meta-
phor’” (Norman, 1998, p. 181). Norman argued that because the objects on the
display of his computer are not the same as real objects that have the same
name, metaphor will not help. However, just prior to this in his book he wrote:

When I encounter a new situation, how do I know what to do? I'look, listen,
and copy. I try to understand what is happening. I see if I can find anything
that looks familiar, and if I do, then I’ll perform the actions that work in the fa-
miliar situation. ... When I encounter a new piece of technology I do the same
thing. I look at it and try to see if anything looks familiar. (p. 176)

What Norman said here is the essence of metaphor: to conceptualize one
domain in terms of another.

With respect to his argument about objects on the computer screen being
different from real objects, no one would disagree. A window in the user inter-
face means something different from the window of my room, but this is not a
true metaphor; it is a blend. One of the input spaces corresponds to a meta-
phor. However, being a blend, in this case a visual formalism, it has a different
meaning from the word window when referring to my room. Ordinary lan-
guage is full of the same type of example: “Norman is a shining scholar.” Does
this mean that Norman is shining like metal? No, as a consequence of using a
metaphor, we get a blend where we combine the shining of objects with intel-
lectual qualities of people. The result is a new meaning of the word shine, the
basis of polysemy.

At this point, it is useful to show the difference between metaphor and anal-
ogy. The main difference between both concepts was pointed out by Presmeg
(1997) when she said that the word analogy covers two different concepts: simi-
les, which are explicit analogies (“ais like ”) and metaphors, which are implicit
analogies (“ais 6”). “Metaphor is a specific form of analogy” (p. 267), but show-
ing similarities in an implicit way has a strength that is lost in the explicit form.
In this sense, Sfard (1997) wrote that

The main point to remember is that metaphor has a constitutive power and thus

functions a priori: It brings the target concept into being rather than just sheds

anew light on an already existing notion ... the act of creation itself is a matter of
metaphor. ... Analogy, or simile, on the other hand, makes a comparison be-

tween two already constructed concepts, even if this comparison does not

leave our understanding of either the target or the source unchanged. (pp.

344-345)
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As discussed previously, the concept and use of metaphor are some of the
cognitive tools that experientialism offers. Of course, metaphor has been ap-
plied to HCI previously (Carroll & Mack, 1985; Erickson, 1990), and Lakoff
and Johnson’s (1980) book, which emphasizes the linguistic aspects of meta-
phor, is cited frequently. However, we feel that the later work of Lakoff (1993),
M. Johnson (1987), and their colleagues has established the concept of meta-
phor not simply as a linguistic device but as one of the fundamental features of
cognition. Indeed, we have found that during the writing of this article, the fact
that we were discussing which metaphors to use to describe different concepts
and using different metaphors allowed us greater insight into possible inter-
pretations of the concepts.

In Section 2, we described how HCI may deal with any of several levels of
abstraction at which we want to describe the system and identified the organi-
zational level, the workplace level, and the operational level. We can now see
that this consideration of levels implies that a spatial metaphor has been used
to describe the concerns of HCI. It implies that depending on where we ob-
servers place ourselves, we have different perspectives or points of view. It is
evident that the spatial metaphor refers to a “social place” in the complex net-
work of social relationships, but this social place is rarely explicated with all its
consequences. At the same time, the rationalist approach of a neutral observer
with an objective point of view and without spurious interests immediately ap-
pears questionable. The most objective point of view is considering the ob-
server along with all the biased ideas and interests embodied in the social role

being played.

4.1. Organizational Level

At the organizational level, there are at least two different perspectives that
can be taken: the organizational view and activity-based view (Sachs, 1995).
Adopting one or the other of these perspectives leads to different visions of ac-
tors, relationships, skills, commitments, and so on. The foundation of this ap-
proach is the spatial metaphor, the view we adopt. The organizational view
takes the point of view of management, about workers needing training, work-
ing in tasks with procedures, using techniques, and so on. The alternative point
of view is of activities with people discovering problems, learning in informal
conversations, creating communities of practice (Lave & Wenger, 1991), and
developing knowledge and skills.

It is not the aim of this article to analyze the collection of metaphors that
could build the core of the ideas of these different views. We can only quote
some of the metaphors used by Lakoff (1996) in relation to work. He pointed
out that there are two different common metaphors for work, each of which
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uses moral accounting: the work reward metaphor and the work exchange
metaphor.

[The first] can be stated as follows:

+ The employer is a legitimate authority

* The employee is subject to that authority

* Work is obedience to the employer’s commands

* Payisthereward the employeereceives for obedience to the employer ...
[The second] can be stated as follows:

* Work is an object of value

+ The worker is the possessor of his work

* The employer is the possessor of his money

* Employment is the voluntary exchange of the worker’s work for the em-

ployer’s money. (pp. 54-55)

Both metaphors define work from the organizational point of view. It
would be interesting to include some additional metaphors regarding other as-
pects of each point of view. A last example shows how a given problem (the
“set-up-to-fail” syndrome) could be based on a metaphor: THE EMPLOYEE
IS A CHILD (and, hence, lacks knowledge and skills). One consequence of
the metaphor is the representation the boss has of the situation: “when an em-
ployee fails—or even just performs poorly—managers typically do not blame
themselves. The employee doesn’t understand the work ... or isn’t driven to
succeed, can’t set priorities, or won’t take direction” (Manzoni & Barsoux,
1998, p. 101).

The main point about representations derived from an organizational view
is the danger of failure produced by a poor vision of workplaces. Sachs (1995)
described a particular technology that was introduced in a telephone com-
pany to provide a trouble ticketing system (TTS). This system replaced an old
one, which

allowed workers to talk to one another. In these conversations, they compared
notes about what was going on at each end of the circuit. If there was a prob-
lem, they figured out what it was and worked on it together. These trou-
ble-shooting conversations provided the occasion for workers to understand
what was actually going on in the job, diagnose the situation and remedy it. (p.
39)

The organization took the view that employees are children, abandoning their
responsibilities and engaging others in conversation without any usefulness
for the job. This view led to the apparently “objective” need and requirements
for the TTS system, the aim of which was to eliminate conversation. However,
we argue that such views are not independent of any observer. They are de-
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rived from metaphors embodied in a given discourse and are suitable for some
social interests, in this case the organizational point of view. At this organiza-
tional level, just detecting and modifying the underlying metaphor should
help to reorganize the whole domain of needs and requirements.

4.2. Workplace Level

Another level of HCI is the workplace level. Madsen (1994) provided a
summary of the use of metaphors in system design. One of the cases extracted
from a set of five included in the article presented a design of a bank automated
teller machine (ATM) taken from Maclean, Belotti, Yound, and Moran
(1991). The authors described that designers had personal experience of a ba-
gel store that

handled its lengthy queues by having an employee work along the queue, ex-
plaining the choices available and helping fill out their order on a form. The
customers would hand over their forms when they reached the counter, en-
abling their requests to be processed more speedily. (p. 169)

“Their familiarity with the bagel store arrangement lead the designers to the
innovative idea of having bank cards the customers could preprogram
while waiting in line” (Madsen, 1994, p. 58).

In the case of the ATM example, itis evident that we are not comparing two
different existing systems (the bagel store vs. the bank ATM), as the latter is not
implemented yet. When we apply the metaphor (“The bank ATM system is a
bagel store”), we create two mental spaces: one corresponds to the similar ele-
ments (the ground) and the other to dissimilar elements (the Zension). There is a
dynamic relationship between both ground and tension that allows some ele-
ments of tension to pass to the ground, giving this process its constitutive
power in the metaphor. Although considering that the employee working
along the queue explaining the choices available belongs to the tension, there
is no new conceptualization about the ATM system. It is when we move this
idea to the ground (similar elements) that the new vision of the system appears:
It is possible to replicate the employee task of helping to fill the form in its
equivalent way of preprogramming the bank card.

The metaphor suggests some possible generic elements in the tension men-
tal space. One of these possible generic elements is the employee working
along the queue, but the equivalent in the ATM system is not immediately
identified. Sometimes the generic space, with the common, usually more ab-
stract, structure and organization shared by the inputs, will work as an inter-
mediate phase before arriving at the final blend space. The generic space
contains what both input spaces (the bagel store and the ATM system) have as
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equivalent abstract structure: the possibility of doing some task while waiting
in line for the counter to speed up the process. Finally, the blend space will
contain the actual form of speeding up the process as a programmable bank
card. The blend space is built on structure coming from both input spaces and
other spaces as well, in particular from that of the current bank card technolo-
gies. This last mental space is important, as it allows the proposal of a program-
mable bank card to be actually evaluated and implemented.

What the metaphor contributed to is the envisioning of new functionalities
and, consequently, the modification of the requirements of the system being
designed. The design process is a complex one, and we have been warned
(Davis, 1993) about the difficulties of completely defining the requirements
before beginning the design phase. During design, users uncover new possibil-
ities that may result in additional functionalities. The role of metaphor is to an-
ticipate what normally can be detected in the design phase, even if not all new
functionalities can be anticipated by metaphorical design. On the other hand,
some of the functionalities detected by a metaphorical design may be recog-
nized by users because the possibilities offered by new technology are not
available to them. The blend offers a wide choice of technological spaces to be
taken into account.

We can conclude that metaphors are the original generative force, but we
have to use blend spaces (and generic spaces) as a way of making triggering
concepts workable or elaborating these triggering concepts. In the same way
as general software engineering methods advocate documenting some critical
design decisions through design rationale, we advocate including in the ontol-
ogy of HCI an additional issue about metaphors used in design with a trace to
all triggering concepts and the resultant blend spaces.

4.3. Operational Level

At the organizational level, metaphors can help in generating needs and re-
quirements, even if in the TTS such needs were inadequate to solve the (appar-
ent) problem of employees engaged in time-consuming conversations. An
alternative metaphor (EMPLOYEES ARE MATURE INDIVIDUALS and
engage in conversation when needed to solve their problems) would have de-
termined that trouble-shooting conversations were not a problem but the solu-
tion. At the workplace level, metaphors can help us to envision new aspects
and opportunities of the systems we are designing. In this case, metaphors are
artifacts used to produce new functions during design. However, it is not meta-
phor on its own that gives the design solution; different blends offer different
design alternatives.

At the operational level, our focus is to consider the artifacts we use in con-
structing systems. The concepts and notations employed in systems design are
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artifacts for constructing new artifacts: the models themselves. In terms of ac-
tivity theory, we differentiate between the artifact used as a means (the cogni-
tive artifact, or concept) and the object to be built (the conceptual artifact),
even if that object will subsequently be used to construct new objects (the do-
main artifact).

For example, we describe the E-R diagram as follows:

* We use the cognitive artifacts to build the diagrams. E-R diagrams
use the cognitive artifact of an entity, which consists of the entity con-
cept and the associated notation (usually a rectangle), and a relation-
ship, which consists of the concept of a relationship and a notation
(usually a line).

+ Conceptual artifacts, or conceptual models, that can be constructed
using the cognitive artifacts.

* Domain artifacts (models or representations in a given notation,
such as an E-R diagram, for a given system, such as a bank system)
that have been built using conceptual artifacts.

The activity of constructing conceptual artifacts is based on primitive cogni-
tive artifacts such as image schemas. M. Johnson (1987) argued that the term
image schema (schema or embodied schema) “reminds us that we are dealing with
schematic structures that are constantly operating in our perception, bodily
movement through space, and physical manipulation of objects” (p. 23). A
schema is a “recurrent pattern, shape, and regularity in, or of; these ongoing ordering
activities” (p. 29), so image schemas are artifacts that derive from our everyday
elementary activities; they are produced in such activities. However, as (cogni-
tive) artifacts, we employ them in higher cognitive processes to conceptualize
more abstract aspects of reality.

To understand the application of experientialism to the operational level,
we can look at the following generic frame (presented in terms of activity the-
ory). This shows how the activity of producing conceptual artifacts may pro-
ceed. In such activities, there are different elements involved:

* Cognitive artifacts, such as image schemas.

* Cognitive processes acting on the cognitive artifacts, such as meta-
phorical projection from image schemas.

* A subject: the community of participants in the design of cognitive
artifacts.

¢ Blends that define the structure of new objects such as entity objects,
relationship objects, state objects, and data flow objects.
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We call the objects produced in this activity dlendsto focus attention on the
mental spaces that are involved in the activity and on the new emergent struc-
tures that result. Let us consider the case of the entity concept in terms of the
previous frame:

1. The image schema on which the entity concept is based is the CON-

TAINER. This image schema is the source mental space. An entity is

something containing a name and its attributes. There is an inside (its

name and attributes) and an outside (other entities) with which the ent
ity may maintain relationships.

The metaphor used is AN ENTITY IS A CONTAINER.

3. The system designer and users of the system constitute the commu-
nity of participants.

4. The blend produces the entity object by bringing together aspects
from (a) the structure of the image schema (interior, exterior, bound-
ary), (b) the logic of the image schema (if Container A is in B and Con-
tainer B is in C, then Container A is in C), (c) the mental space of
geometrical forms (the visual notation associated with an entity is usu-
ally arectangle), and (d) the mental spaces of the domain (attributes).

o

In the next section, we take this conception of cognitive artifacts and apply
itto anumber of representations that are commonly used in the design of inter-
active systems. We use it to shed light on the differences between various mod-
eling methods and alternative views on HCI. In doing so, we find that we can
see the structure, functions, and constraints that different models are effective
at capturing more clearly. In turn, this allows us to look at the influence that
representations have on possible designs.

5. REPRESENTATIONS AND CONCEPTS FOR
HUMAN-COMPUTER SYSTEMS DESIGN

As we indicated in the introduction, there have been many alternative
methods and representations proposed in the field of HCI. In this section, we
look at a few of the more common representations and concepts, using experi-
entialism as our cognitive tool. These representations belong to the opera-
tional level of description of HCI as described in Section 4.3. The metaphors,
image schemas, and blends that we use later are not intended to be #he defini-
tive way of conceptualizing the domain of HCI (this would imply an
objectivist approach to reality, not an experientialist one); rather, they are dif-
ferent ways that have provided useful insights. They provide an explanation of
how a given representation highlights some aspects of the domain of interac-
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tive systems design, allowing some characteristics to be shown and others to be
hidden.

The tension between visible and invisible in this description (highlights, hid-
den) is inherent in the way that we examine representations. A collection of
metaphors gives a wider view of the domain as some of the issues that are sup-
pressed using one metaphor (recall that a metaphor only implies a partial map-
ping between spaces) are illustrated by others.

Entities. Letusreturn to the notion of an entity. In Section 4.3, we used a
metaphor based on the container image schema, allowing us to see data ele-
ments as contained inthe entity. The same schema means that we view entities as
categories of events or things and collections of characteristics of these events
(the attributes of the entity) that belong to these entities. This view leads us to
conceptualize entities first and attributes after; attributes belong to entities.

An alternative view is to consider an entity as an aggregation of data ele-
ments (Benyon, 1997). Here we are conceptualizing the notion of an entity
based on the PART-WHOLE image schema. The structural elements of this
schema are a whole, parts, and a configuration. The basic logic of the schema
allows all the PARTS to exist but still not constitute a WHOLE. Itis only when
the PARTS exist in the CONFIGURATION that the WHOLE exists. So, we
can consider data elements as isolated PARTS, but, when focusing on a
CONFIGURATION, these groupings could be established and the designer
can refer to the collection of data elements—the entity, the WHOLE—by
name. This suppresses detail that would otherwise clutter the model. Relations
between entities are derived from the LINK schema.

States. A state transition diagram is based on a SOURCE-PATH-GOAL
schema, where each node represents a location (it may be a source of a path and
a goal of another path). The diagram is a network of such schemas. Even the
word transition is derived from the spatial metaphor, transit (from Latin trans,
OoVer or across, + ire, to go). Itis to move, to travel from one location to another. A
state transition representation of a system will help the designer to focus on the
movement, on the paths, and on beginnings and ends. An E-R diagram, on the
other hand, helps to focus on configurations and links.

Data Flows. State transition representations focus on how to get from
one state to another and the paths that exist or are otherwise allowable. An-
other way to model a domain is to look at how data flow between processes,
and here a DFD is often used. The metaphor underlying DFDs may be ex-
pressed as THE PROCESS IS AMACHINE. A data flow is seen as the raw
material that is transformed by the process into some other, more useful
data. In this case
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* The input data flows are collections of data.

* The output data flows are transformed collections of data.

* The process is the making of output data flows from collections of in-
put data flows.

Object Orientation. In OO methods of systems development, the do-
main is represented in terms of the objects that exist, the relationships be-
tween objects, and the messages that are passed between objects. OO
methods employ a very different metaphor: OBJECTS ARE PEOPLE.
The language used in OO methods reveals the “Objects are people” meta-
phor clearly. Objects “pass messages” to one another, they have “responsi-
bilities,” play different “roles” so that they may “collaborate,” and so on. An
object also clearly employs the CONTAINER schema, as an object con-
tains (encapsulates) structure and behavior:

This relative fixing of location within the container means that the contained
object becomes either accessible or inaccessible to the view of some observer.
Itis either held so that it can be observed, or else the container itself blocks or
hides the object from view. (M. Johnson, 1987, p. 22)

We see that the information-hiding aspect of OO is a direct consequence of
a coherent application of the container schema. The OO model also uses the
link schema to connect objects and represents by this connection responsibili-
ties, message passing, and so on.

The concept of object corresponds then to ablend from the following mental
spaces: abstract data types (structure, behavior), people (responsibilities, col-
laborations, roles, messages), containers (encapsulation, tension between pub-
lic, reserved, and private), and links (responsibilities, acquaintance, message
passing). The OO approach thus demonstrates some emergent properties. One
ofthese, itis often claimed, is that the approach leads to amore “natural” design.
However, we donotfind itnatural that, for example, orders can answer us when
we ask them the name of their customer or clients can print themselves whenre-
quested to do so. However, perhaps like trash cans on desktops, the blended
space will go beyond the OBJECTS ARE PEOPLE metaphor.

Tasks. The concept of task has dominated the ontology of HCI since
the earliest days (Card, Moran, & Newell, 1980; Moran, 1981), resulting in
many task analysis methods and task-based approaches to HCI that con-
tinue to be popular today (e.g., Browne, 1994; Lim & Long, 1994). A task
may be defined as a goal together with some procedure or ordered set of ac-
tions that will achieve that goal. Hence, other basic concepts include goal (a
state of the environment or agent that is desired by the agent), action (a task
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that involves no problem-solving or control component), and procedure (a
sequence of tasks, subtasks, actions, or a combination of these).

The schema underlying the notion of task is SOURCE-PATH-GOAL, as
every time we move anywhere there is a place we end up at, a sequence of con-
tiguous locations connecting the starting and ending points, and a direction
(Lakoff, 1988, p. 144). People are given plans and undertake tasks to achieve
goals. There are procedures, operations, and methods. The structural element
of the schema underlying the task concept is the path, so the spatial metaphor
could be THE USER IS A FOLLOWER OF PATHS, with a source state, a set
of tasks (the path), and a goal state. The tasks are represented by the incidents
the traveler has to suffer during the travel.

Activities. The idea of task may be contrasted with the notion of an ac-
tivity, which may be characterized by the activity theorists’ own metaphor
THE USER IS AN ACTOR (e.g., Bannon, 1991). In her keynote talk at
HCI’97, Nardi (1997) spoke about bringing people to the center stage of de-
sign, and, of course, Laurel (1991) in Computers as Theatre utilized exactly
this metaphor. She pointed out that

the key to understanding and designing what is going on in a human—com-
puter activity is an understanding of work as human action ... it is not simple
work that we do with computers, but work in a representational context. And
clearly, we do other things with computers, too—we learn, explore, noodle
around, play, and entertain ourselves. (p. 134)

Aswe argue later, these alternative metaphors can have a significant impact
on how we undertake design and how we view people and the things that they
do with computers. Are users actors on a stage, part of a play, or followers of
paths, or are they something different?

Representations of Requirements. The use of different terms to refer to
the activities associated with system requirements implies different ways of
conceptualizing them. As Jirotka and Goguen (1994) pointed out, there are
many ways of describing what requirement engineers do: to “capture,”
“specify,” “elicit,” or “construct” requirements.

REQUIREMENTS ARE A CAPTURE makes us think that requirements
are like an animal. The mobility of the capture implies that requirements are
elusive but can be eventually captured. Requirements are continuously “es-
caping” from our hands. To specify means that REQUIREMENTS ARE AN
EXISTING ARTIFACT. In this metaphor, requirements are represented by
something that is “out there” (existing independently of ourselves). By using
adequate methods we can “analyze” and after that take the artifact to pieces to
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“specify” it. Elicitation suggests that REQUIREMENTS ARE MENTAL
REPRESENTATIONS (MODELS) to be extracted from the users’ heads to
have a complete list of requirements. Normally, the representation metaphor
implies that these representations are conscious, so itis a matter of asking users
about their mental models to get a complete requirements elicitation. Con-
struction implies that REQUIREMENTS ARE AN ARTIFACT TO BE
BUILT. This is the only metaphor not implying something existing “out
there” but something to be constructed, such as a building. Just as the new sys-
tem is something to be designed and implemented, requirements are also to be
derived from the experience we have with the workplace.

These metaphors are not used in isolation but mixed in our everyday lan-
guage. Some of them are mutually contradictory, such as capturing and speci-
fication. Whereas capturing requirements suggests an ever changing process,
specification relies on the assumption of stability or fixed conditions. A blend
of such mental spaces would allow us to have a richer image of what require-
ments could be. This new blend would consider requirements as having struc-
ture from all these input spaces, so there are some existent aspects of the
domain we can detect in the workplace. Others are to be built as a conse-
quence of the process of construction (they are not existent, yet they have to be
designed in the new system), although at the same time, we are dealing with a
capture, as requirements are elusive, changeable, and so on.

Conceptions of HCI. 'The paradigm shift between a data-centered pro-
cess method and OO methods that occurred in the 1980s and 1990s corre-
sponds to a change in the underlying metaphor. We moved from the
PROCESSES ARE MACHINES metaphor to OBJECTS ARE PEOPLE.
In a similar way, we have seen a paradigm shift from task-based to activ-
ity-centered approaches to HCI, from PEOPLE ARE FOLLOWERS OF
PATHS to PEOPLE ARE ACTORS.

There is, no doubt, another paradigm shift around the corner. The direct
manipulation, WIMP interface, and task-based analysis and design will soon
be superseded by the indirect management, delegated approach of
agent-based interaction (Kay, 1990). The passive retrieval of information from
systems will give way to a more active involvement of people within their “in-
formation space” (Benyon & Hook, 1997).

These changes are already resulting in new metaphors. For example, Maes
(1997) proposed a biological metaphor in connection with intelligent personal
agents: AGENTS ARE INSECTS. The important thing is that the metaphor
brings to us an input mental space: the world of insects with a set of actions
they perform. We think immediately of some of their characteristics—for ex-
ample, their mobility and the way they interact. This is a valuable source of in-
spiration, because it is possible to project some of the structure of this input
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space to the blend: “Agents could leave the digital equivalent of a pheromone
at documents they deemed relevant to their users, thereby attracting more
agents toward those same documents” (p. 17).

We also expect to see attention shift from application-based systems to do-
main-oriented environments (Fischer, 1989). In such a situation, our metaphors
for systems development must similarly shift. Benyon (1998) presented a concep-
tion of HCI as THE CREATION OF INFORMATION SPACES. Such a view
encourages us to look to the designers of physical, geographical spaces—archi-
tects, city planners, and the like—to help us understand our discipline. In the de-
sign of physical space, we have seen a move away from a utilitarian view of
engineering toward a recognition of the social, cultural, and political environ-
ment that people inhabit. Postmodernism has taught us that engineers cannot
dictate the nature of space. It is people who produce spaces (Lefebvre, 1991).
Seeing HCI as people engaged in cognitive, personal, and social activities in in-
formation spaces leads us to a new metaphor, PEOPLE ARE NAVIGATORS.
This takes us away from the staged, scripted performance suggested by PEOPLE
ARE ACTORS and into the active exploration of domains.

Elsewhere, Benyon and H66k (1997) have provided a variety of alternative
metaphors for thinking about information spaces that help to focus on differ-
ent characteristics of information spaces and the various activities in which
people might engage. A wilderness may be frightening, confusing, or enchant-
ing; a desertis intimidating, is beautiful, and has few landmarks. In terms of the
activities that people undertake in information space, these metaphors might
encourage forging a path, enjoying the scenery, or exploration. Thinking
about information space as the night sky supports the activities of mapping
and identifying objects, clusters, and configurations. The open sea as a meta-
phor encourages a distinction between the surface and depth. Thus, it is natu-
ral to think of alot of information as being hidden beneath the surface and only
available for viewing if the user dives down. Currents can link continents and
islands and take people to unexpected places. People can look for islands of in-
formation; archipelagos provide clusters. A breakfast bar (so popular in holi-
day hotels) offers another metaphor for thinking about information space.
Here, a whole range of choices is laid out for the users. The user can see how
far the space extends and can be offered choice. Users are encouraged to feed a
need, take what they want, and come back for more. It is a constrained,
help-yourself environment.

6. CONCLUSIONS

Experientialism gives us a powerful cognitive tool, the metaphor, which
can be useful at different levels of study (organizational, workplace, and cogni-
tive), thereby allowing us a deeper understanding of some underlying (im-
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plicit) knowledge. Itis in the organizational discourse that we have to discover,
or capture, needs and requirements of new computer-based systems. We have
seen that there is no homogeneity in the organizational level discourse and
that each point of view or perspective—corresponding to groups with differ-
ent practices in the organization—is based on different metaphors and results
in different solutions to a given problem.

At the workplace level, the use of metaphors in disciplines such as meta-
phorical design (Madsen, 1994) generates ideas for new functionalities (or ser-
vices) in systems to be implemented. The systematic use of metaphors has a
positive impact in design, even if metaphors have to be chosen in a given con-
text. There are no universal metaphors to be applied; instead they are related
to the community that will use the implemented system. In the example we
presented, it is the personal experience of a bagel store that could be used, be-
cause this is the experience of the community developing the system. The spe-
cific issue is the metaphor employed; the generic pattern is that of searching
useful metaphors. We could say that metaphorical design is a way of structur-
ing what has been called brainstorming, taking into account that this last term is
a blend based on the metaphor IDEAS ARE A METEOROLOGICAL
PHENOMENON, sometimes stable, sometimes variable. In the blend, we
have also an input space corresponding to a CONTAINER image schema
where ideas are contained in the brain.

The operational level may be explained in terms of metaphors, blends, and
image schemas, providing the conceptual richness as a consequence of the un-
derlying metaphors. As we have seen, whereas a structured method (E-R mod-
els) isbased on blends produced with image schemas such as CONTAINER or
PART-WHOLE, an OO method is based on blends derived from the same
mental spaces with addition of new metaphors such as OBJECTS ARE
PEOPLE. At the workplace and operational levels of HCI, although metaphor
continues to be the driving force, it only allows a superficial analysis on its own.
So, we need to think in terms of blends and image schemas to give amore com-
plete explanation of underlying conceptual foundations of the representations.

The complexity of HCI requires us to employ a range of models to gain the
variety of insights that are necessary if we are to design successful hu-
man—computer systems. At different points in the design process, different
models will be more or less useful for designers. We need to consider the social
construction of interaction and the use of language and thought in situations,
and here experientialism may give us a set of concepts with which to do this.

The examples provided in Section 5 are not intended to be exhaustive but
rather illustrative of the type of analysis that experientialism can bring to bear.
Specifically in this article, we looked at what the concept of metaphor can of-
fer. Experientialism allows us to model concepts and representations using
metaphor. As we mentioned previously, we found that thinking about con-
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cepts in this way enables us (as designers) to discuss alternative models (i.e., al-
ternative metaphors) and to gain an insight into the conceptual foundations,
strengths, and weaknesses of representations.

NOTES
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